Defining Availability in the real world

By Stuart Rance, Hewlett Packard
Many of our customers define availability requirements for their IT Services using a very simplistic 99.9% or 5 9s figure, without any clear understanding of what these numbers might mean, how they could be measured, or how they might plan to achieve them. This often leads to dissatisfaction, with the IT organization reporting that they have met their goals even though the customer is not satisfied with the service they are receiving.

We often work with our customers to help them define and measure service availability in a more realistic way. This white paper discusses some approaches we have found successful for different types of customers and services.

Note: This white paper does not discuss the major areas of Availability Management, which would involve carrying out the analysis and planning necessary to ensure that the agreed availability can be delivered.

Agreeing on targets

Most IT organizations use Service Level Agreements (SLA’s) to document availability targets that they have agreed with their customers
. It is important that these are negotiated and agreed by both sides. They need to be expressed in terms that are simple for the customer to understand and that can be measured and reported.  

This white paper only discusses customer facing targets, each IT Organization will typically have additional targets that are maintained internally and help them to achieve the SLA targets. These are usually expressed as Critical Success Factors (CSFs) and Key Performance Indicators (KPIs). There are suggestions of suitable CSFs and KPIs for each service management process in the ITIL V2 publication Planning to Implement Service Management, and in each process description in the ITIL V3 core publications.
A helpful acronym for ensuring that targets in Service Level Agreements are well written is that they should be SMART, see Table 1 for a breakdown of this acronym.

Table 1 - SMART targets

	S
	Specific
	Targets should be straightforward and emphasize what you want to happen

	M
	Measurable
	If a target cannot be measured then you cannot determine whether it has been achieved

	A
	Achievable
	It must be possible to achieve the target with an acceptable investment of time and resources

	R
	Relevant
	Achieving the target must contribute to the overall business mission

	T
	Timely
	The target must be something that can be achieved and measured over the reporting period of the SLA


End to end delivery

Many IT organizations measure and report the availability of Servers. This metric may be of interest to the IT organization itself, as it can help them to measure the performance of suppliers and to compare the behavior of products from different vendors. Server availability is of very little interest to the Customer of the IT Service, who will typically only be interested in the end-to-end availability of the Service to the Users
.

A simple calculation of service availability is based on the Agreed Service Time (AST), and the downtime (DT), according to the formula.
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Agreed service time is the period when the service is supposed to be available. For example a service that is offered from 08:00 to 19:00 Monday to Friday, 52 weeks per year, would have an AST of 11 * 5 * 52 = 2860 hours per year.

A service that was planned to be available for 100 hours and suffered from 2 hours of downtime would have an availability of 
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A typical IT Service may be made up of many inter-related components, including storage area networks, database servers, application servers, local and wide area networks, distributed applications, network services, clients, and many others. When one of these components fails it will not usually cause a total loss of the entire service to all users, so some sophisticated methodology is needed to monitor, calculate and report overall service availability.

Customers and users are interested in their ability to use the IT Service to support some business process. Availability reports will only be useful to them if they cover the delivery of the service that they require, for example the ability to send and receive emails, or to withdraw cash from ATMs, or to submit a product order from the Internet.

Number and duration of outages

ITIL Availability management uses the technical term Reliability to refer to the frequency of failure (usually measured as MTBF
 or MTBSI
), and Maintainability to refer to the length of time it takes to resolve an incident (often measured as MTTR
 or MTRS
).

A service that should be available for 100 hours and is only available for 98% of the time has two hours of downtime. This could be a single two hour incident, or a large number of shorter incidents. The relative impact of a single long incident or a number of shorter incidents is likely to be very different for different customers or different services for a single customer. For example, a billing run that has to be restarted from the beginning and takes 2 days to complete will be seriously impacted by each outage, but the duration of the outage may not be of great significance. A web based retail outlet may not be seriously impacted by a 2 minute outage, but after 2 hours the loss of customers could represent significant revenue loss.

The relative impact of different durations of outage needs to be understood and documented, this is often done as part of a Business Impact Analysis (BIA). 

It is also critical to identify the lowest threshold at which an event should be counted as downtime, as this data is needed by personnel designing the technical solution. If downtime of one or two minutes is acceptable then technologies such as Clustering, RAID and Disk Mirroring can provide complete protection against hardware failures. If loss of service for even this period of time is not acceptable then solutions such as replicated in-memory databases and non-stop servers may be needed. Even if the one to two minute loss of service due to Cluster failover is acceptable to the customer and users, there may still be a business impact if these events are too frequent, so it is normal to specify a maximum frequency for them.

A typical SLA target for number and duration of outages might include multiple different rates for different time periods, for example a maximum rate of 2 minor events in an hour may not be acceptable if it happens every hour for a week. See Table 2 for examples of how this might be documented.

Table 2 - Outage duration and maximum frequency

	Outage duration
	Maximum frequency

	up to 2 minutes
	2 events per hour

5 events per day

10 events per week

	2 minutes to 30 minutes
	2 events per week

6 events per quarter

	30 minutes to 4 hours
	4 events per year

	4 hours to 8 hours
	1 event per year


In some cases, the impact of a long outage may be so much more severe than that of multiple shorter outages, that these may incur large penalties or be otherwise distinguished in the SLA.

Number of users affected

Most IT failures do not cause a complete loss of the IT Service to all users. A very common scenario is that some users are completely unaffected, whilst others have no use of the service at all. This could happen in an environment where different users are allocated to different servers (e.g. in a large email solution), or where failure of a network component affects all users in a particular location. The extreme case is where a single user has a faulty client PC which prevents them making use of the service.

Although it would be possible to class all of these as 100% loss of service, this could leave the IT department with an impossible goal, and would not truly reflect the availability of the service as a whole. 

The opposite extreme would be to say that if any user can use the service then it is 100% available. This could lead to customer dissatisfaction if the service is frequently unavailable for large numbers of users, whilst being reported as fully available!

The concept of “User Outage Minutes” is very often used to measure and report the number of users impacted. This is based on multiplying the number of impacted users by the duration of the lost service in minutes. The number of user outage minutes is then compared to the potential number of user minutes of service to generate an availability figure.
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The PotentialUserMinutes may be a simple multiplication of the maximum number of users by the service hours, or may take into account the fact that the number of users varies by hour and day of the week.

For example we could define potential user minutes as shown in Table 3.

Table 3 - Potential User Minutes

	Day and time
	Potential number of users
	Weekly PotentialUserMinutes

(Users * hours * 60 * number of days)

	Monday – Friday 00:00 – 07:00
	500
	500 * 7 * 60 * 5 = 1,050,000

	Monday – Friday 07:00 – 09:00
	2,500
	2500 * 2 * 60 * 5 = 1,500,000

	Monday – Friday 09:00 – 18:00
	5,000
	5000 * 9 * 60 * 5 = 1,350,000

	Monday – Friday 18:00 – 21:00
	1,000
	1000 * 3 * 60 * 5 = 900,000

	Monday – Friday 21:00 – 00:00
	500
	500 * 3 * 60 * 5 = 450,000

	Saturday – Sunday 
	500
	500 * 24 * 60 * 2 = 1,440,000

	TOTAL
	
	6,690,000


In one recent engagement we calculated the availability of IP Telephony in a Call Centre in terms of Potential AgentPhoneMinutes and Lost AgentPhoneMinutes.

A more sophisticated approach could also take into account the different value to the business mission of the work done by different users. This can be done by including a factor based on the user’s job role within each calculation of UserOutageMinutes, but this is likely to lead to a calculation that is too complex for the business and users to engage with.

For applications that deal with transactions or manufacturing a similar approach can be used to measure the number of lost transactions, or the extent of lost production, compared to the expected numbers.

Criticality of each business function

Most IT Services support a number of different business processes, some of these may be absolutely critical, but others will be less important. For example an ATM may support Cash Dispensing, Balance Enquiries and Statement Printing; an email service may support sending and receiving emails, reading old stored mails, accessing public folders, viewing or updating shared calendars.

It is essential to understand how each part of the IT Service supports particular business processes and how critical each of these processes is to the overall business mission of the organization. Based on this information it will be possible to identify how critical each aspect of the IT service is, and therefore the relative business impact when each part of the service fails. 

One simple approach is to draw up a table of Critical Business Functions and assign a percentage score to each, representing the level to which the service would be degraded if that function were not available. Table 4 shows an example of how this might be documented.

Table 4 - Percentage degradation of service

	IT function that is not available
	% degradation of service

	Sending email
	100%

	Receiving email
	100%

	Using shared distribution lists to send email
	10%

	Updating shared distribution lists
	5%

	Reading public folders
	50%

	Updating public folders
	10%

	Accessing shared calendars
	30%

	Updating shared calendars
	10%


Note: Figures are not intended to add up to 100%

In the example shown in Table 4, a failure that caused a loss of the ability to update shared calendars and public folders would count as 20% downtime (10% + 10%). A failure that caused a loss of the ability to send or receive email would only count as 100% downtime as (100% + 100%) is a total loss of the service.

This table can help the IT organization and the customer to discuss and agree on the relative importance to the business mission of the various parts of the service, and can then be used in calculations of service availability to reflect that relative importance. It also helps to draw attention to an expectation that service failures may not cause a complete loss of all aspects of the service.

Minimum acceptable performance

Although the IT service may be fully functional, if transaction or response times are very slow, then the users may consider the service to be unusable. With transaction based systems it is common for most transactions to complete within expected times, but for some to take a little longer. This is often perfectly acceptable to the business, but in some time critical systems it may be unacceptable.

It is normal to specify the minimum acceptable performance of a system in terms of the percentage of transactions that will complete in particular times. Table 5 shows an example of how this might be defined.

Table 5 – Minimum acceptable performance by transaction type

	IT function
	Required response times (when service is available)

	Login
	99% within 5 seconds

99.9% within 15 seconds

	Seat availability check
	95% within 10 seconds

99% within 30 seconds

	Seat booking
	99% within 40 seconds

100% within 60 seconds

	Check in
	95% within 20 seconds

100% within 60 seconds


Typically the transaction types specified here will be the same as those specified in Table 4 - Percentage degradation of service, as the relative impact of each unacceptably slow transaction should be agreed. 

If the SLA includes this kind of performance requirement then it is essential that it also includes commitments from the business relating to maximum workloads, as no IT organization can plan to achieve a predictable level of performance for an unknown workload.

Some SLAs will count incidents of unacceptable performance as downtime. Others will count it separately, with its own metrics, for example specifying a maximum number of hours per quarter when the performance may be below the required levels. 

Measurement period

Changing the time period over which availability is measured can have a dramatic effect on the numbers, so it is essential to specify the time period over which measurement and reporting take place.

For example, consider an availability requirement of 99% for a service that should be available 24*7, and a single incident that has duration of 8 hours. 

· If we measure and report the availability every week then the Agreed Service Time (AST) is 24 * 7 hours = 168 hours 

· Measured monthly the AST is (24 * 365) / 12  = 730 hours

· Measured quarterly the AST is (24 * 365) / 4 = 2190 hours

Putting these numbers into the equation 
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 gives:

Weekly availability = 100% * (168 – 8) / 168 = 95.24%. 

Monthly availability = 100% * (730 – 8) / 730 = 98.9%

Quarterly availability = 100% * (2190 – 8) / 2190 = 99.6%

Each of these is a valid figure for the availability of the service, but only one of them shows that the target was met. This is why it is really important to agree the measurement period.

Many organizations require monthly reports of availability, but this is often too short a period for useful measurement. A common response to this is to report “rolling quarterly” availability. This is done by calculating the availability for the three month period that ends on the last day of each calendar month. So the report for June will include data for April, May and June. The report for July will then be based on availability in May, June and July etc. This gives the benefits of quarterly availability figures in a report that is updated each month.

Planned downtime

One aspect of availability measurement and reporting that is often overlooked is planned downtime. Many applications require regular downtime for upgrades to hardware, operating systems, databases and applications; for changes to system and application parameters; for backups and data management; for testing of failover and service continuity arrangements; or for many other purposes. For an application which does not need to be available 24*7, it may be possible to arrange this at a time when it does not impact Agreed Service Time, but for many services this planned downtime can have a significant impact on the user community.

Some SLAs are written so that planned downtime that occurs in a specific window is not included in the Agreed Service Time. For example 02:00 to 09:00 on the last Sunday of each month may be made available for this purpose. For other customers, planned downtime that has been scheduled at least 4 weeks in advance will not count as part of the Agreed Service Time.

Whatever choice is made, it must be clearly documented as part of the availability requirements for the service, and the SLA must define how planned downtime is to be included in calculations of availability.

Measuring Availability

Whatever targets are defined in the SLA, it is essential that the IT organization measures and reports availability in terms that can be compared to those targets. If something cannot be measured then it should not be included as a SMART target.

Some common approaches to measuring availability are:

· Collect data at the service desk that identifies the business impact and duration of each incident. This is often fairly inexpensive to do, but may lead to disputes about the accuracy of the data.

· Instrument all components required to deliver the service and calculate the availability based on an understanding of how each component contributes to the end to end service. This can be very effective, but may miss subtle failures, for example a minor database corruption could result in some users being unable to submit particular types of transaction.

· Use a set of dummy clients submitting known transactions from particular points on the network to identify when the service is functioning. This has the advantage of actually measuring the end-to-end availability (and performance), but could under-report downtime caused by subtle failures.

In practice, a well crafted solution will use a combination of the above methods. This should be agreed with the customer and documented in the SLA.
Summary

It is important to create a definition of availability that reflects the complex ways in which real IT systems actually fail, allowing for partial failures that impact just some functions or just some users, or that cause the performance to be unacceptably slow. In real life scenarios it is not practical to include all of these factors in a calculation since the complexity will be too great, and the reports will not be useful to the business. In each particular case we work with our customer to adopt a “good enough” definition of availability and a method for measuring data to report against this.

� The people who commission, pay for, and own the IT services


� The people who use the services on a day to day basis


� Mean Time Between Failures


� Mean Time Between Service Incidents


� Mean Time To Repair


� Mean Time to Recover Service
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